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Abstract: In the present paper a comparative study of two possible combinations of the 
Backpropagation (BP) and a Genetic Algorithm (GA), for Neural Networks training is 
performed. The performance of these approaches is compared to each other and to each 
algorithm incorporated separately in the training procedure. The construction of hybrid 
optimization algorithms is originated from the need to manipulate and solve difficult 
optimization problems by combining their advantages. The locality and globality behaviour 
of BP and GA is investigated by the presented hybrid structures, by applying them in five 
popular benchmark problems. It is concluded, that a more sophisticated structure based on 
the collaboration of two powerful optimization algorithms can be used to train a typical 
neural network more efficiently.   
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1 INTRODUCTION 

Artificial Neural Networks constitute an essential part of a 
modern decision making system, in which the need of 
knowledge storing and knowledge based decision has been 
inspired by the neural networks of a human’s brain 
(Haykin,, 1999). Due to their knowledge storage capability, 
neural networks are able to be used for pattern recognition 
tasks and classification problems (Papakostas et al., 2005), 
while their ability to repeatedly learn their internal 
representation makes them very useful to real-time image 
and signal processing applications (Haykin, 2000; Langlet et 
al., 2001). 

The most widely used algorithm for training neural 
networks, is the backpropagation (BP). Backpropagation is 
a gradient based algorithm with local behaviour, and thus 
the probability of converging to a local optimum, increases. 
In addition, BP has a slow convergence rate, so it needs 
quite a time in order to find a solution (Fahlman, 1988), 
especially when the optimal weight set is located in 
complicated weight spaces.  

On the other hand genetic algorithms have proved to be 
efficient optimization methods, for hard optimization 
problems. Genetic algorithms have been used successfully 
in the past to find the optimal set of a neural network’s 
weights (Montana et al., 1989; Harpharm et al., 2004). Due 
to their parallelism they can provide high convergence rates, 
while their stochastic behaviour can highly guarantee the 
globality of the solution founded (Coley, 2001). 

Therefore, it worths wondering if the above optimization 
algorithms BP and GA can collaborate, and combine their 
advantages. Heading to this way, two possible arrangements 
of these algorithms may be considered, as presented in the 
following sections. 

2 HYBRID ALGORITHMS 

In this section, two possible combinations of the BP and a 
GA, are presented. In these approaches, the aim is to 
investigate how these optimization algorithms can 
collaborate in order to increase the neural network training 
performance. 

2.1 Backpropagation Followed by a Genetic Algorithm 

This hybrid algorithm (BPGA) is a direct combination of 
the BP and a GA. As it can be seen from Figure 1, a 
Multilayer Perceptron is being trained by using the 
backpropagation algorithm, and the resulted suboptimal 
weight set inserts, as a chromosome to the GA’s initial 
population. In the sequence, the GA having the suboptimal 
weight set in its candidate solutions tries to further optimize 
it, by finding the optimal network weights.  

By using this structure, the BP capability in finding the 
global optimum can be studied, since it performs a local 
searching in the weight space, and also the ability of the GA 
to search an optimum solution globally. 

 
 

 
Figure 1 Training procedure using hybrid algorithm BPGA  
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By using this structure, the BP capability in finding the 
global optimum can be studied, since it performs a local 
searching in the weight space, and also the ability of the GA 
to search an optimum solution globally. The fitness value 
which describes the usefulness of each candidate solution is 
calculated by measuring the Mean Squared Error (MSE). 
The MSE performance index is defined as follows, 
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where M is the number of training patterns, N the number of 
network outputs and (yij – dij) the difference between the ith 
network output and its corresponding desired value (target), 
when the jth pattern appears to the network’s input. 

 

2.2 Genetic Algorithm Initializes the Backpropagation  

Another approach for incorporate BP with GA is to use the 
GA to initialize the weights of the backpropagation (Liang 
and Dai, 1998). The BP is then used to train the multilayer 
neural network and the training MSE corresponds to the 
fitness value of the candidate initial weight set.  

The block diagram of this algorithm (GABP) is illustrated 
in Figure 2, where it can be seen that the GA provides the 
initial weights of the backpropagation and so it searches an 
optimal initial weights set that gives minimum MSE. 

 

 
 

Figure 2 Training procedure using hybrid algorithm GABP 

 
The GABP algorithm manages to make a hard tuning in 

the weight search space, by finding the best initial weights 
set by performing global searching. In the following the 
backpropagtion trains the neural network with optimal 
initial weights by making a fine tuning in a reduced weight 
space. In this structure it is attempted to exploit the ability 
of the genetic and backpropagation algorithms to global and 
local searching respectively. 

3 EXPERIMENTAL RESULTS 

For the experiments, a Simple Genetic Algorithm (SGA) is 
selected (Coley, 2001), in order to examine the optimization 
capabilities of the algorithm without using advanced 
diversity promotion methods. Additionally, the 
backpropagation initial weights are initialized with 
randomly generated values in the range [-1,1]. The 
calibration of the used SGA is presented in Table 1.  

In the following a set of appropriate benchmark problems, 
is used to examine the training capabilities of each one of 
the hybrid algorithms, described in the previous sections. 
The performance of these algorithms is compared with those 
of the BP and GA which have been achieved, when applied 
separately in the training process. 

Table 1 Simple Genetic Algorithm settings. 

Population Size 50 
Variables Range  [-5,5] 
Maximum 
Generations 

350 

Elitism YES, 2 chromosomes 
Crossover Points 2 points 
Crossover 
Probability 

0.6 

Mutation Probability 0.01 
Selection Method Stochastic Universal 

Approximation (SUS) 
 
The next simulations are made in two different types of 

problems, classification and function approximation, 
problems.   

3.1 Classification Benchmark Problems 

Next sections present four popular classification benchmark 
problems, which have been used in order to investigate the 
performance of the training topologies already discussed. 
The respective resulted classification rates are summarized 
in Table 2 for each of the algorithms. 

 3.1.1 Iris Data 

The classification of the Iris data set is a commonly pattern 
recognition task, for testing the efficiency of the neural 
structures. In order to realize this pattern classification test, 
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a 4-10-3 multilayer neural network, is used. The four inputs 
correspond to the measurements that describe each one of 
the three classes, the tree types of Irish flowers. The Iris 
data consist of 135 patterns, which 90 randomly selected 
patterns constitute the training set and the remaining 45 the 
testing ones.  

The following diagrams, describe the MSE variation 
through the iterations of each one of the algorithms, 
compared. As can be seen from these diagrams, the most 
efficient algorithm seems to be the GABP, since it 
outperforms even the standard backpropagation with 
random initial weight values. The simple genetic algorithm 
(SGA) achieves high MSE equal to 0.0063, the BP 
(6.3456x10-8), the BPGA (1.4362x10-8), and GABP 
(4.6026x10-25). 

 
(a) 

 
(b) 

 
(c) 

Figure 3 Training process for the case of (a) SGA, (b) BPGA and 
(c) BP (dashed line) and GABP (solid line). 

 

3.1.2 The Two Spirals Problem 

The two spirals problem is an extremely hard problem for 
algorithms of the BP family to solve. In order to realize this 
pattern classification test, a 2-10-1 multilayer neural 
network, is used. The goal of this problem is to learn to 
discriminate between two sets of training points which lie 
on two distinct spirals in the x-y plane (Langlet et al., 2001). 

As can be seen from Figure 4, the GABP algorithm 
converges to a minimum MSE of 0.18793, very close to this 
of BP (0.20578), while the MSE of SGA (0.39560) and of 
BPGA (0.20533) are of the same orders. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4 Training process for the case of (a) SGA, (b) BPGA and 
(c) BP (dashed line) and GABP (solid line). 
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3.1.3 4-parity Problem 

The n-parity problems are widely used as test data, for 
determining the performance of a training algorithm. These 
problems generates 2n combinations of n bits as input data, 
while the output is a single bit equal to 1 if there is an odd 
number of high bits or 0 if there is an even number of high 
bits, in the input pattern (Looney, 1997).  In order to realize 
this pattern classification test, a 4-10-1 multilayer neural 
network, is used. In this paper the 4-parity problem is 
selected as representative example. 

 
(a) 

 
(b) 

 
(c) 

Figure 5 Training process for the case of (a) SGA, (b) BPGA and 
(c) BP (dashed line) and GABP (solid line). 

 
For the case of 4-parity problem, all the algorithms work 

well, SGA (2.8879x10-3), BP (8.8235x10-7), BPGA 

(2.2557x10-7), where in the case of GABP (5.6237x10-32) 
the MSE converges to the smallest level.   

3.1.4 XOR Problem 

This problem corresponds to the 2-parity problem, and it is 
the most widely used to evaluate the performance of pattern 
recognition systems. In order to realize this pattern 
classification test, a 2-10-1 multilayer neural network, is 
used. It is an easy problem, for the neural network structure 
used to our simulations, since the MSE achieves small 
values for all the algorithms SGA (1.30017x10-5), BP 
(4.3530x10-7), BPGA (2.3783x10-9) especially for the case 
of GABP (1.6432x10-23), as depicted in Figure 6. 

 
(a) 

 
(b) 

 
(c) 

Figure 6 Training process for the case of (a) SGA, (b) BPGA and 
(c) BP (dashed line) and GABP (solid line). 
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 Table 2 Classification results. 

Algorithm Benchmark Problems 
 Iris Two 

Spiral 
4-

Parity 
XOR 

BP 100% 66% 100% 100% 
SGA 100% 54% 100% 100% 
BPGA 100% 58% 100% 100% 
GABP 100% 66.8% 100% 100% 

 

3.2 Function Approximation 

It has been proved that Neural Networks are universal 
approximators (Cybenco, 1989; Hornik et al., 1989).  This 
means that any arbitrary multivariable function can be 
approximated by an appropriate neural network. In this 
section, a one variable function is used as approximation 
target, in order to study the approximation capabilities of a 
neural network structure, trained by each one of the hybrid 
algorithms, already presented. For this reason, a 1-10-1 
multilayer perceptron is being used. 

 

3.2.1 Benveniste Function 

A common function that is being used for function 
approximation tests is the so-called Benveniste function 
(Zhang and Benveniste, 1992). This single variable 
piecewise function is defined in [-10,10] as follows, 
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The following diagrams figure that the MSE for each one 

of the algorithms were, SGA (3.2577), BP (3.5975x10-4), 
BPGA (1.9856x10-4) and GABP (1.1378 x10-4). 

 
 

 
(a) 

 

 
(b) 

 
(c) 

Figure 7 Training process for the case of (a) SGA, (b) BPGA and 
(c) BP (dashed line) and GABP (solid line). 

4 CONCLUSIONS  

In the present paper, the training performance of two 
possible combinations of the BP and a GA, is taking place. 
It is concluded that, by finding a weights set using a GA, 
which searches globally in the weight space, it is possible to 
provide the BP with more optimum initial weights than by 
choosing them randomly. Having, globally selected initial 
values, BP can search locally to further improve the training 
performance, by finding optimum weights set. Appropriate 
benchmark data sets are used to explore the efficiency of the 
hybrid algorithms against the standard BP and GA 
algorithms, in both classification and function 
approximation problems. 

The outperforming of the GABP algorithm against the rest 
of the algorithms, prove that an appropriate combination of 
optimization methods can lead to more efficient hybrid 
algorithms.  
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